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Introduction

Motivation

Methodology

Conclusion

➢ From an optimization perspective, we propose two 

new attack methods, namely Nesterov Iterative Fast 

Gradient Sign Method (NI-FGSM) and Scale-Invariant 

attack Method  (SIM), to improve the transferability of 

adversarial examples.

➢ Combining our NI-FGSM and SIM with existing 

gradient-based attack methods can further boost the 

attack success rates of adversarial examples.

➢ Still a lot to be explored! 

Experiments 

Further Analysis 

➢ Attacking a single model

➢ NI-FGSM vs. MI-FGSM

➢ Comparison with classic attacks

➢ Attacking an ensemble of models
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➢ The process of generating adversarial examples (a) is similar with the process of 

training deep neural networks (b) .

➢ From the perspective of the optimization, the transferability of the adversarial 

examples is similar with the generalization ability of the trained models [Dong et 

al., 2018].

➢ The methods to improve the transferability of adversarial examples can be split 

to two aspects:

 optimization algorithm, such as MI-FGSM [Dong et al., 2018], which applies the 

idea of momentum; 

 model augmentation, such as DIM [Xie et al., 2019], which performs random 

resizing and padding on input images to achieve model augmentation. 

Based on above analysis, we aim to improve the transferability of adversarial 

examples by applying the idea of Nesterov accelerated gradient for optimization and 

using a set of scaled images to achieve model augmentation.

➢ Nesterov iterative fast gradient sign method (NI-FGSM)

 We integrate Nesterov Accelerated Gradient (NAG) into the iterative gradient-

based attack to leverage the looking ahead property of NAG and build a 

robust adversarial attack.

➢ Scale-Invariant attack method (SIM)

 Base on the scale-invariant property of deep neural networks. We propose a 

Scale-Invariant attack Method (SIM), which optimizes the adversarial 

perturbations over the scale copies of the input image.

➢ Our two methods, NI-FGSM and SIM, can be integrated with existing gradient-

based attack methods, such as DIM, TIM and TI-DIM.

➢ Deep learning models are vulnerable to adversarial examples crafted by applying 

human-imperceptible perturbations on benign inputs.

➢ Attack Methods:

 Fast Gradient Sign Method (FGSM) 

[Goodfellow et al., 2015] 

➢ Defense Methods:

 Adversarial Training Augments the training data by the adversarial examples 

in the training process. [Goodfellow et al., 2014; Madry et al., 2018]

 Input Modification Mitigates the effects of adversarial perturbations by 

modifying the input data. [Guo et al., 2018; Liao et al., 2018]

 Certifiable robustness studies classifiers whose prediction at any point x is 

verifiably constant within some set around x. [Wong et al., 2018; Cohen et al., 

2019]

 Iterative Fast Gradient Sign Method 

(I-FGSM) [Kurakin et al., 2016] 

 Momentum Iterative Fast Gradient Sign Method (MI-FGSM) [Dong et al., 2018]


